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Measurements and Modeling of Effects of
Out-of-Plane Reverberation on the Power Delay

Profile for Underwater Acoustic Channels
Trond Jenserud and Sven Ivansson

Abstract—Long reverberation tails are often observed in
shallow-water acoustic channel impulse responses (CIRs). Ex-
amples from three significantly different environments along
the Norwegian coast are presented. It is shown that 2-D propa-
gation modeling fails to reproduce the long tails. Nevertheless,
inclusion of the impulse response tails is necessary in connection
with model-based simulators of communication performance,
to avoid too optimistic estimates of bit error rates, etc. This is
demonstrated by simulation examples for one of the environments,
comparing results for truncated and complete impulse responses.
High wind speeds and Doppler spread signals indicate that surface
reverberation must be taken into account for modeling the tail
energy. In bistatic scenarios such as the ones considered here,
backscattering computations in a single vertical 2-D plane are not
sufficient. A 3-D ray-based model, Rev3D, is utilized to include
effects of out-of-plane scattering from the sea bottom as well as the
sea surface. The scattering-strength functions include azimuthal
variation, with significantly enhanced scattering close to the
forward direction. Rev3D modeling supports the hypothesis that
out-of-plane scattering and reverberation are main mechanisms
behind the observed continuous, exponentially decaying impulse
responses. Modeling incorporates available environmental infor-
mation concerning sound-speed profiles, bottom topography and
type, surface wave spectra, etc. Good agreement of measured and
modeled time series is obtained for two of the locations. For the
remaining location, modeling correctly recovers a significantly
lower decay rate of the reverberation tail in comparison to the
other locations, but the modeled decay rate is somewhat too large.
Index Terms—Multipath channels, propagation, scattering, un-

derwater acoustic communication.

I. INTRODUCTION

S IMULATIONS of underwater acoustic communication
(UAC) channels are useful for several reasons. They allow

testing of new modulation schemes and receiver algorithms
to be done in the laboratory, thus saving expensive sea trials,
avoiding uncertainties due to inaccurate or unknown environ-
mental parameters, and ensuring that comparison of different
methods/modulations is made under identical conditions. In the
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laboratory, simulations can run for as long a time as required
without the limitation imposed by the finite stationarity time
of the ocean channel, or other practicalities. This is useful for,
e.g., bit-error-rate (BER) simulations.
Channel simulators may be driven by data [1], or be model

based. Realistic channel mimicry based on modeling is very
challenging, but allows simulation of unmeasured channels.
There exist several approaches to physics-based modeling,
including deterministic [2], [3] and stochastic [4], [5] methods
as well as methods based on deriving statistical properties
from physics [6]. These approaches usually rely on some prop-
agation model to determine, for instance, propagation delay
and loss. The most flexible methods for channel modeling are
based on direct simulation of time-varying environments [7].
Physics-based models may include the effects of attenuation,
noise, multipath, Doppler effects due to platform motion and
surface waves, as well as effects of bubbles [8].
A basic requirement for model-based simulators is the ability

to realistically model the power delay profile (impulse response)
of the channel. This is not a trivial task, as was shown by Simons
et al. [9], and verified by our own measurements. The inability
to model all aspects of the delay profile may result in unreal-
istic simulation performance, as was demonstrated by Jenserud
and Otnes [10]. This finding is the main motivation behind the
present work; in order to improve the fidelity of model-based
simulation more accurate modeling of the channel impulse re-
sponse (CIR) is needed.
The Norwegian Defence Research Establishment (FFI,

Horten, Norway) has carried out measurements of the acoustic
channel in several shallow-water environments [11]. A char-
acteristic feature often found in the CIRs is long continuous
tails. These tails are not reproduced by simple 2-D propagation
modeling, even with good environmental knowledge. The
origin of the continuous tails is not perfectly clear; however,
the frequency spread experienced indicates that scattering from
the sea surface is involved, and with a wind speed of about 10
m/s or more during some of the measurement period, bubbles
may also contribute to scattering.
Scattering from the sea surface is a 2-D problem, giving rise

to out-of-plane effects; due to the 2-D nature of the sea sur-
face, reflections and scattering from patches outside the vertical
source–receiver plane may reach the receiver. Taking this into
account requires 3-D acoustic computations. Bistatic reverber-
ation calculations further require 3-D scattering functions for
both the sea surface and sea bottom.
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Although backscattering from the sea surface and the sea
bottom has been extensively measured (see, e.g., [12, ch. 8]) and
[13] for reviews), little data are available on out-of-plane scat-
tering. In lack of measurements, general scattering functions
have been constructed as extrapolations from only backscat-
tered information. Ellis and Crowe [14] describe an essentially
phenomenological bistatic scattering function, combining
isotropic Lambert’s scattering with a function of Kirchhoff
approximation type that is concentrated near the direction of
specular reflection. Physics-based scattering functions have
also been proposed, such as the composite roughness model
and the small slope approximation. Dahl [15] uses the small
slope approximation to compute the bistatic cross section of
the sea surface, and Choi and Dahl [16] compute CIRs in a
range-independent case, using ray-tracing and bistatic scat-
tering functions based on the small slope approximation. For
modeling the impulse response of communication channels, a
correct treatment of near-specular scattering is important, since
a significant contribution to reverberation probably comes from
near forward scattering from an area relatively close to the
vertical source–receiver plane.
The purpose of this study is to include the effects of out-

of-plane scattering and reverberation in modeling of the CIRs.
Time variability is not considered in modeling—the focus is on
reproducing the average power delay profile of the channel.
The paper is organized as follows. Section II describes three

sea experiments conducted in different locations along the
Norwegian coast, and demonstrates the shortcomings of 2-D
propagation modeling in reproducing the measured impulse
responses. In Section III, we demonstrate, through a simulation
study, that neglecting the continuous tail of the CIRs results
in too optimistic estimates of communications performance.
These sections serve as the motivation for the 3-D modeling
that follows in Sections IV–VI. A model with the capability of
computing propagation and reverberation for a bistatic geom-
etry, the 3-D ray-based Rev3D, is described in Section IV. An
important component of the model is the scattering strength
functions for the sea surface and the sea bottom. A semiempir-
ical model and a physics-based scattering model are compared.
Modeling results for the three locations are given in Sections V
and VI. Finally, the wind-speed dependence of the data is
investigated in Section VII, and compared with modeling.
Section VIII summarizes our findings.

II. UNDERWATER ACOUSTIC CHANNELS AND THEIR
PROPERTIES: THREE EXAMPLES

Channel measurements carried out by FFI over the past few
years have revealed a large variety of channels [17]. There
seems to be no such thing as a typical channel; shallow-water
communication channels range from stable single path propaga-
tion to heavily overspread. The channels may be characterized
as (quasi)stationary, cyclostationary, or nonstationary. Impulse
responses may have sparse or dense arrival structures.
In the following, three examples of channels measured at

different locations along the Norwegian coast are considered.
The left panels of Fig. 1 display CIRs, while the right panels
show transmission loss in the corresponding environments. The

source–receiver ranges are similar, about 900 m, for all three
cases.
Location A is an open fjord environment, with source and re-

ceiver mounted on shallow seamounts with a deeper trough in
between. Wind is measured at a nearby shore station, but the
local topography may influence wind measurements for some
wind directions. Bottom properties are not well known; close
to the receiver the bottom is hard, with outcrops of rock and
patches of sand, while toward the transmitter there are softer
sediments. Sound-speed profiles measured during the trial re-
vealed the presence of a surface channel (cf., Fig. 1), with clear
variations from day to day.
Location B is a continental shelf area with a fairly flat bottom

at 70-m depth. Wind speed and bottom properties were not
measured during the trial, and are estimated from marinograms
(forecasts), and Mareano bottom composition maps, respec-
tively. The sound-speed structure in the area shows significant
variability both temporally and spatially. The variability is
caused by internal waves on a well-developed pycnocline
(steep density gradient).
Location C is inside a fjord with rather complex topography,

and the source and the receiver are located on seamounts along
a ridge. The bottom properties are relatively poorly known, and
there is significant oceanographic variability in the upper 30 m
of the water column. Grab samples at various locations in the
area indicate a soft surface layer, with an average grain size
around 8, but the thickness of the sediment layer is not known.
Although the environments and the measured CIRs are very

different for the three locations, there are common features; the
long, continuous tail of the impulse responses is the most no-
table one. The total length of the tails is not even captured by
the probe signals employed, at least for locations A and B; hence
the signal does not reach the noise floor before the onset of a new
probe.
The probe signals used for the analysis are linear frequency

modulation (LFM) chirps, where the length of the signal is
adapted to the delay and Doppler spread of the channel. Each
probe consists of a number of repetitions. For location A, the
probe consists of 256 repetitions of a 128-ms LFM chirp with
center frequency 14 kHz and bandwidth 8 kHz. Location B uses
the same bandwidth and center frequency, but the probe con-
sists of 18 repetitions of a 512-ms LFM chirp in this case. For
location C, 64 repetitions of a 256-ms LFM signal centered at 6
kHz with bandwidth 4 kHz is used. The measured CIRs are ob-
tained by averaging over all pings within a probe. The different
number of repetitions of the probes leads to different variances
in the measured impulse responses, as is evident from Fig. 1.
The measured impulse responses are much smoother than

the modeled ones. One reason for the differences is the aver-
aging that takes place in the measurements; another reason is
that signal processing is not included in modeling.

A. Two-Dimensional Propagation Modeling
An attempt to model the impulse responses by the 2-D ray

tracer LYBIN [18] is shown by the gray curves in Fig. 1. The
overall picture is that modeling is not very successful. Most
striking is the lack of the model to reproduce the continuous tails
found in the data; the modeled arrivals are too sparse and decay
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Fig. 1. Left panels show measured (blue) and modeled (gray) power delay profiles for three different locations: A (upper), B (middle), and C (lower). Right
panels show sound-speed profile shapes (black) and transmission loss (TL) in the environments. TL is in dB re 1 , and is computed with LYBIN. The center
frequencies for the measurements are 14 kHz for locations A and B, and 6 kHz for location C. Time delay is relative to the surface-reflected path.

too fast. But even in the discrete part of the responses (the multi-
path arrivals), although the overall arrival structure is captured,
there are significant discrepancies in the relative amplitudes of
the arrivals. Among the reasons for the modeling difficulties are
the complex topography of locations A and C, and also the fact
that for all three locations the source and the receiver are located
very close to the bottom, which gives rise to shadowing effects
and high sensitivity for bottom topography.

1) Location A: The arrival structure of location A is very
complex. The direct and first surface bounce arrive within 1 ms,
followed at delay time 5 ms by a group of arrivals with
two surface reflections. A notable peak at 15 ms corre-
sponds to paths with three surface reflections. Reflection from
the variable topography contributes to intermediate arrivals. De-
spite the complexity of the problem, several of the more pro-
nounced peaks are reproduced reasonably well.
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2) Location B: The impulse response of location B appar-
ently consists of a few arrivals followed by a very long tail.
Modeling reveals a more complex picture; the arrivals are clus-
tered in widely separated groups, each group corresponding to
rays with the same number of surface reflections, and up to two
bottom reflections close to the source and receiver. Each group
of arrivals seems to give rise to a decaying tail, where the decay
rate decreases with an increasing number of surface reflections.
The strongest arrival at 0 ms is the first surface-reflected
path, while each following arrival group corresponds to one
more surface reflection. The relative amplitudes of the arrival
groups are not correctly modeled; the angle dependence of the
surface-reflection coefficient seems incorrect, and again mod-
eling fails completely in reproducing the dense tail. Aweaker di-
rect arrival can also be seen at 3ms. Onewould not expect
the direct arrival to be weaker than the surface-reflected path.
However, observation over some hours reveals that this arrival
fades in and out, being sometimes stronger than the surface-re-
flected path. There are two probable reasons for the fading. 1)
Both source and receiver are very close to the bottom ( 1 m);
slight changes in the sound-speed profile may therefore cause
the receiver to come into a shadow zone. 2) Modeling indicates
that the arrival actually consists of a direct plus bottom-reflected
path of almost the same path length, which may then result in
interference effects.
3) Location C: Location C shows a complicated arrival pic-

ture, with arrivals coming in at large separations, each followed
by a decaying tail. Although the model predicts some of the ar-
rivals correctly, it misses some rather pronounced arrivals, and
again fails completely in reproducing the continuous parts of
the impulse response. More specifically, eight significant peaks
are seen in the measurement, located at 12, 6, 0, 20,
45, 70, 90, and 120 ms. Only peaks 1, 3, 5, and 6 are captured
by the 2-D model. Arrival 1 corresponds to a direct plus bottom
path. The next arrivals consist of groups of close arrivals with
up to two bottom reflections close to the source and receiver,
respectively. Arrival 3 has one surface reflection, arrival 5 has
two surface reflections and one bottom reflection, and arrival 6
has two surface reflections and two bottom reflections.

B. Properties of the Reverberant Tails
The continuous tails of the impulse responses are now ex-

amined in more detail. The first thing to note is that the tails
decay close to exponentially. This is shown by the red curves
in Fig. 1, which are exponentials fitted to the tails. Interest-
ingly, the decay rates are very different for the different areas:
10 dB/100 ms for location A, 2.6 dB/100 ms for location B,

while for location C several decay rates are experienced. Mod-
eled propagation also decays faster than the measured CIR, in-
dicating the presence of reverberation. The tails show signif-
icant Doppler spread, which is an indication of surface inter-
action. The Doppler spread seems to increase with increasing
delay time. The covariance matrix indicates some correlation
for the discrete arrivals in the first part of the signal, while the
tail is essentially uncorrelated. Further, the scaled residual

has a (close to) Gaussian amplitude distribution.
These properties are illustrated in Fig. 2 for relatively low wind
conditions in location A. Doppler sidebands, corresponding to

Fig. 2. Properties of CIR for location A. The upper panels show the time-
varying impulse response of the channel (left) and the corresponding spreading
function (right). The lower right plot is obtained from the spreading function by
computing averaged Doppler spectra for five consecutive time segments over
the length of the signal. The spectra are shown in the order of increasing delay
time from top to bottom. The lower left plot shows the covariance matrix of the
impulse response.

the peak wave period are also observed in the data at the lower
wind speeds.
For higher winds, the Doppler spectra are even broader,

which may result in aliasing in frequency. The effects of
frequency aliasing on measured impulse responses depend on
the type of probe signal employed. For LFM signals as used
here, frequency aliasing causes the multipath arrivals to be
broadened, and their amplitude to be reduced relative to the
reverberant tail [11].
To obtain better modeling it is necessary to include the phys-

ical effects responsible for the long continuous tail. The obser-
vations above lead us to believe that scattering from the sea sur-
face plays an important role. For taking this into account prop-
erly in bistatic scenarios (typical for communications), char-
acterized by out-of-plane reverberation of the forward-scatter
type, 3-D computations are required.
An alternative, and much simpler, approach to modeling is

to retain the simple forward model for computing the multipath
arrivals, but to use an empirical model for the continuous tail.
A work along these lines is [9], which fits parametric models
to both discrete and continuous parts of the CIR, assuming the
continuous part decays exponentially. The disadvantage of this
approach is that the simple parametric models are not generally
valid and have to be fine tuned for every environment.

III. EFFECT OF INSUFFICIENT MODELING OF CIR ON
ESTIMATED COMMUNICATION PERFORMANCE

The quality of a channel simulator can be assessed by its
ability to reproduce channel characteristics, such as the average
power delay profile and scattering function. More important
however, is the simulator’s ability to reproduce communication
performance.
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The presence of long, reverberant tails in the CIR poses chal-
lenges for the simulation of communication performance. For
measurement-based simulators, the (only) problem of a long
tail is that it may lead to reduced quality of the measured CIR
due to aliasing in time delay or Doppler. When the simulator is
driven by aliased channel measurements, it will indeed repro-
duce the measured channel, but the predicted communication
performance will not be correct.
For model-based simulators, it is already challenging to

model the impulse response in a discrete multipath environ-
ment, and to include a reverberant tail further increases the
requirements on modeling.
The impact of the tail on communication performance de-

pends on receiver properties and parameters, such as equalizer
length, etc. However, a long tail will generally act as interfer-
ence and cause reduced communication performance. Insuffi-
cient modeling of the tail is therefore expected to result in too
optimistic estimates of communication performance. To demon-
strate this effect, simulations using the Mime channel simulator
[1] on channel measurements from location A are considered.
The simulations are performed by passing six different com-

munication waveforms through the channel simulator, which is
configured to run in stochastic replaymode (mode 2). This mode
provides multiple realizations of the channel with the same sta-
tistical properties as a provided channel measurement. Three
different channel measurements are provided to the simulator
as shown in Fig. 3: the full measured CIR, a truncated version
where the reverberant tail (the green part) is cut off, and a CIR
where only the peaks are extracted. The rationale for the latter is
that the peaks correspond to discrete multipath arrivals, and thus
represent the best possible performance of a conventional 2-D
ray-trace model. This approach is also a simple method of cut-
ting away all reverberant energy. A number of 100 packets are
transmitted through 100 different realizations of the channels,
the resulting signals are then demodulated, and the resulting
packet error rate (PER) and BER are computed. The simulations
show, as expected, that cutting away the reverberant tail leads
to too optimistic performance estimates. By including only the
peaks of the CIR (representing the multipath arrivals), the esti-
mation errors are further increased.
It is concluded that model-based simulations tend to overes-

timate communication performance when reverberant energy
is not included in modeling. As remarked above, sea-surface
scattering appears to be an important source of reverberation.
In bistatic scenarios with complex bottom topography, 3-D
acoustic computations are needed to model the scattering,
including its out-of-plane contributions. Sections IV–VII deal
with efforts to model the whole CIR by such 3-D computations.

IV. THREE-DIMENSIONAL PROPAGATION AND
REVERBERATION MODELING

Rev3D is a 3-D ray-based model for computation of propa-
gation-loss curves as well as time series for reverberation and
propagation [19], [20]. In particular, rays from the source are
traced with different azimuths as well as elevations.
The sound speed in the water is represented by range-inde-

pendent profiles within horizontal rectangles. In each rectangle,

Fig. 3. (a) Power delay profile (blue and green) for location A with overlaid
model results (gray). An exponential fit to tail is shown by the red curve.
The green part of the profile is the tail that is cut away. (b) PER and average
BER (black triangles) for Mime mode 2 on original CIR (left), truncated CIR
(middle), and CIR consisting of extracted peaks (right). The amount of green
in the horizontal bars represents the fraction of packets received without errors.
The black triangle represents the BER, averaged over the 100 packets, on a
linear scale from 0.5 on the left to 0 on the right. The communication wave-
forms employed are (from top): Four variants of spread spectrum, orthogonal
frequency-division multiplexing (OFDM), and phase-shift keying (PSK). The
figure is reproduced from [10].

the variation of the sound speed with depth is approximated to
be of the “ piece-wise linear” type. Hence, each ray is built
up as a sequence of parabolic arcs. Bottom depths are given ex-
plicitly at the grid points for the horizontal rectangles, and bi-
linear interpolation is used in between. The intersections of a ray
with the bottom can be calculated quickly by solving second-de-
gree polynomial equations.
All energy flow is confined to the thin rays, as in [21], and

ray diagrams are produced. The average intensities in Rev3D
are computed for receiver box volumes, obtained by a polar grid
centered at the source in the horizontal plane and a division of
the depth axis. Each ray contributes to the average for a par-
ticular box according to the energy it carries and its arc length
within that box. Propagation loss curves can be produced in se-
lected bearing directions from the source. The propagated en-
ergy is positioned on a time axis, and time traces for pressure
magnitude space averages in the different receiver boxes can
also be obtained.
Bottom and surface reverberations are treated separately,

based on computation of average intensities at interface patches.
These patches or area elements are formed from another polar
grid, now centered at the receiver.
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Rev3D has an option to use general scattering-strength func-
tions, but the computational speed is enhanced significantly with
separable functions allowing source-to-patch and patch-to-re-
ceiver terms to be summed separately for each patch. In this
paper, contributions from different rays are added incoherently
(power sums), but options for coherent computations have also
been developed [22].

A. Reflection Coefficients
Rays are reflected specularly at the sea bottom and at the sea

surface, and the reflection coefficients are functions of grazing
angle and frequency. The bottom-reflection coefficients addi-
tionally depend on the bottom type, while the surface-reflection
coefficients additionally depend on the wind speed.
For each horizontal grid rectangle, the bottom type can

be specified as a porosity value or as a layered bottom with
geoacoustic parameters for the different layers. In the former
case, which is used in the modeling examples in this paper,
the bottom-reflection coefficients are computed from an
empirical formula [23]. Fig. 4 shows two examples, which are
relevant for modeling of locations A and B and location C,
respectively.
In reality, losses are induced by an absorbing layer of bubbles

beneath the sea surface [24]. The bubble density and depth dis-
tribution depend on the wind speed. For simplicity, the losses are
included in an effective reflection coefficient, for which an ex-
pression in [25, Sec. 8.1.1.2.2], originating from work by Peter
Dahl, is here followed. Fig. 4 includes two examples. In con-
trast to the bottom losses, the bubble-induced surface-reflection
losses are the largest for small grazing angles. A loss limit of 15
dB is imposed, because some sound is reflected by the bubble
cloud before being absorbed by it.

B. Intensity Time Traces for Reverberation
Bottom and surface reverberations are handled analogously.

In each case, the reverberation time trace for intensity is built
up by contributions from each interface patch. Focusing on a
particular patch with area , its contribution at time for
a Dirac intensity pulse from the source can be written as

(1)

The sums on and are for the transmit (from the source to
the patch) and receive (from the patch to the receiver, but by
reciprocity computed from the receiver to the patch) ray paths,
respectively. The corresponding travel times are denoted
and . is the average intensity over the patch contributed
by ray multiplied by . is defined analogously, while

is the scattering strength (per unit boundary area, 1 m ),
for the ray angles involved.
Apparently, the product in (1) takes care of the

propagation loss in the appropriate way. For the monostatic
case, the factors and for a particular ray differ only
because of possibly different transmit and receive beam pat-
terns. For separable scattering kernels, such as the Lambert and
Chapman–Harris rules, e.g., [25], in (1) can be factorized
as , with transmit and receive factors and

, respectively.

Fig. 4. Reflection coefficients at bottom (green) and surface (blue)
as a function of grazing angle . The solid green and blue curves are relevant
for locations A and B, with the frequency of 14 kHz and the wind speed of 10
m/s. The dashed green and blue curves represent location C, with the frequency
of 6 kHz and the wind speed of 3.5 m/s. In both cases, the bottom has medium
porosity (0.63).

Reverberation time traces are formed by incoherent summa-
tion of intensity contributions from each patch. For a source
intensity pulse is simply convolved with , sym-
bolically . The patches should be small enough to map
out possible shadow zones, and to provide closely spaced patch
points of transmit and receive rays for an accurate positioning in
time of the reverberation energy. The number of rays should be
large enough to give an adequate coverage of the patches with
rays of different types.
A drawback with (1) is that data for all rays reaching the patch

must be stored in order for the double summation to be per-
formed at the end. Moreover, the double summation for each
patch for a large number of bottom as well as surface patches
requires significant computer time. Approximations are thus of
great interest. As discussed in [19], useful approximations can
be obtained by splitting the rays for each particular patch into
groups, according to travel time or the number of interface re-
flections, for example. For nonseparable scattering kernels, the
ray groups may be designed in terms of grazing angles, for ex-
ample, to allow reasonably accurate approximations

for the different ray-group pairs. Basically, the idea is
to replace the double summation on and by single summa-
tions that can be performed as the ray tracing proceeds without
storing data for individual rays.

C. Semiempirical Scattering Kernels

Ellis and Crowe [14] proposed 3-D scattering-strength func-
tions with two terms, the first for diffuse scattering and the
second for facet scattering, for sea bottom as well as sea-sur-
face reverberation. Specifically

(2)

where and are grazing angles for incoming and outgoing
rays, respectively, and is the angle as viewed from the patch
between the projections on the patch plane of the incoming and
outgoing rays. The quantity is a certain function of the
three angles , , and , which vanishes for the specularly
reflected ray (with 180 and ), while and are
facet-strength and facet-slope parameters, respectively. is
symmetric in and .
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Fig. 5. Some scattering strength function for the sea bottom (green)
and for the sea surface (blue and violet for the semiempirical and composite
roughness scattering models, respectively). The bistatic angle equals 0 in (a),
backscattering, and 90 in panel (b). For the solid curves, relevant for locations
A and B, the frequency is 14 kHz and the wind speed is 10 m/s. The dashed
curves, for a frequency of 6 kHz and a wind speed of 3.5 m/s, are relevant for
location C. The bottom has medium porosity (0.63) with roughness slope angle
equal to 7 .

The second term in (2) concerns facet scattering, and it can be
derived from the Helmholtz integral with the Kirchhoff approx-
imation for a rough boundary. This term includes a dependence
on the bistatic angle , allowing scattering in the forward direc-
tion to be stronger than scattering in the backward direction.
For the bottom, Ellis and Crowe [14] suggested Lam-

bert’s rule for the first term in (2). This choice
gives a separable term, in the sense that

. In this paper, for the bottom
is somewhat different. While still separable, it depends on the
bottom porosity according to empirical curves. Concerning the
parameters and for the bottom, Ainslie [25, Sec. 8.1.4] has
suggested , where is a roughness slope angle, and

(3)

where is the bottom-reflection coefficient at the grazing
angle of the incoming ray. Apparently, the resulting

is not symmetric in and . The green curves
in Fig. 5 show some examples of bottom-scattering kernels ,
when the grazing angles and are equal.
For the surface, the empirical Chapman–Harris separable

backscattering kernel, bounded below by a perturbation theory
reference used by Ogden and Erskine [26, p. 751], is adopted
for . Following [14], parameters and are in this case
taken according to , where is the
wind speed in meters per second, and . The
blue curves in Fig. 5 show some examples of surface-scattering
kernels .

D. Composite Roughness Surface Scattering Kernel
Physically-based alternatives to the semiempirical equation

(2) have been proposed, which involve statistical roughness in-
formation. In particular, the small-slope approximation is a good
choice for the bistatic cross section of a rough surface. For the
case of sea-surface scattering, it is discussed in [15] and applied
in [16] to model impulse responses with several distinguishable
surface–bottom bounce arrivals.
In this paper, however, a version of the composite roughness

model for surface scattering is considered, which is more easily
implemented. It can be expressed as

(4)

where is a contribution from bubbles that does not
depend on , and is obtained by interpolation ac-
cording to [27] of roughness scattering and facet scattering. The
bubble contribution is taken from [15, eq. (13)], but with the
second term doubled to achieve consistency with the monos-
tatic case in [28, eq. (13)] and [29], with parameters (depending
on the frequency and the wind speed) from [29]. Typically,
dominates at low grazing angles, and it is symmetric in and
. For scattering close to the specular direction, the term

agrees with the Ellis–Crowe facet contribution according to (2),
whereas agrees with

(5)

for scattering in directions far from the specular direction. Here,
is the wave number in the water, while is the isotropic 1-D

roughness spectrum derived from the gravity-wave frequency
spectrum for the sea [25, eq. (8.4)]. For a fully developed
sea, the Pierson–Moskowitz frequency spectrum [25, Sec.
8.1.2] is a convenient choice. The JOint North Sea WAve
Project (JONSWAP) [30] frequency spectrum provides an
alternative for fetch-limited conditions. It has three parameters:
significant wave height (four times the root-mean-square
wave height), peak period , and peakedness factor . The
Pierson–Moskowitz spectrum appears as a special case with

. In either case, the resulting surface-scattering kernel is
symmetric in and , since all quantities involved, including

, are symmetric.
Some examples, using the Pierson–Moskowitz frequency

spectrum, are shown by the violet curves in Fig. 5. Compared
to the blue curves for the semiempirical kernel, the bubble term

causes increased scattering for low grazing angles, at least
for higher frequencies and wind speeds.
Physically-based alternatives to the semiempirical equation

(2) are, of course, of great interest for bottom scattering as well.
Judging by observed time variations in the measured impulse
responses, however, surface scattering seems to be the most im-
portant here.

E. Scattering With Different Grazing Angles for
Incoming and Outgoing Rays
Harrison [31], [32] discusses scattering-strength functions

that can be written as products with three factors,
each depending on only one angle. Assuming that horizontal
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Fig. 6. Scattering strength for bottom reverberation according to (2) as a
function of , for a medium porosity (0.63) bottom with roughness
slope angle equal to 7 at 14 kHz. There are two panels for different values
of : (a) 15 and (b) 30 . In each panel, the dotted curve (often hidden
by the lowermost solid curve) shows the separable term , which is indepen-
dent of . The five solid curves show results for , including the facet term for
different values of : 0 (backward direction), 45 , 90 , 135 , and 180 (for-
ward direction), as ordered from the bottom to the top. The five dashed curves
show the corresponding approximations according to (6). Most of the curves
are actually very close, with only the uppermost curves, for forward scattering
( 180 ), clearly different. In each panel, there is also a red curve, which
represents the forward-scattered result with computed, according to (3), for

as the largest grazing angle. For the remaining curves, is larger than .

refraction of the rays is small, and that the bottom slope at each
bottom scattering point is also small, the bistatic angle can be
approximated for each interface patch by the difference of the
patch-to-source and patch-to-receiver azimuths. As indicated
in Section IV-B, the computer-intensive double summation
over and in (1) can thereby be avoided by approximations
according to [19].
For the kernel from (2) or (4), a simple partially separable

approximation is obtained by

(6)

Indeed, fulfils .
For the frequency of 14 kHz, the accuracy of the approxima-

tion of (2) according to (6) is illustrated in Figs. 6 and 7. The two
figures concern bottom and surface scattering, respectively, with
bottom parameters as in Fig. 5 and the wind speed of 10 m/s.
Fig. 8 shows the corresponding results for composite rough-
ness scattering according to (4), with the Pierson–Moskowitz
frequency spectrum. As noted in connection with Fig. 5, the
bubble term causes increased scattering for low grazing an-
gles. Particularly surface scattering is very strong in the forward
direction ( close to 180 ), for all grazing-angle combinations.
Comparing the dashed curves for the (partially) separable ap-

proximation to the solid curves for , in Figs. 6–8, it appears,
as expected, that the approximation is best when the grazing-

Fig. 7. Scattering strength for surface reverberation according to (2) as a
function of , at 14-kHz frequency and 10-m/s wind speed. As in
Fig. 6, there are two panels for different values of : (a) 15 and (b)
30 . In each panel, the dotted curve shows the Chapman–Harris (together with
Ogden–Erskine) separable result , which is independent of . The five solid
and five dashed curves show the results for and , respectively, in the same
manner as in Fig. 6. (Since is now symmetric in and , there is no need
for additional red curves.)

Fig. 8. Scattering strength for composite roughness surface reverberation
according to (4) as a function of , at 14-kHz frequency and 10-m/s
wind speed. As in Figs. 6 and 7, there are two panels for different values of

: (a) 15 and (b) 30 . The five solid and five dashed curves show the
results for and , respectively, in the same manner as in Figs. 6 and 7.

angle difference is small. For the semiempirical sur-
face scattering kernel (Fig. 7), it appears reasonably satisfactory
for the cases shown, with . For much larger dif-
ferences, however, can become a rather poor approximation.
Considering the composite roughness scattering kernel (Fig. 8),
may deviate significantly from already at 30

when the grazing-angle average or the bistatic angle
is large. For the bottom-scattering kernel in Fig. 6, it appears

that differs from particularly for forward scattering (large
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), and the difference may appear for rather small grazing an-
gles.
Since scattering in the forward direction is important in the

examples to follow, full double-sum computations according to
(1) are performed.

V. MODELING RESULTS

This section shows some Rev3D modeling results for loca-
tions A, B, and C. As detailed in Section II, there is significant
uncertainty concerning the environmental parameters, and the
bottom properties are poorly known. For modeling in this sec-
tion, a bottom with medium porosity (0.63) is always assumed,
and the roughness slope angle is taken as 7 (a medium value
[25, Sec. 8.1.4.1.3]). Modeling of surface reverberation is done
in two ways, with the semiempirical and composite roughness
scattering kernels from Sections IV-C and IV-D, respectively,
and the results are compared. Comparisons of modeling results
to data should focus on the overall shape rather than the absolute
level, since calibration information is missing for the measured
data. The time signals are now presented as functions of travel
time, i.e., delay time from the onset of the source pulse.
Complete computations with double summation according

to (1) are made to obtain the contributions to reverberation. In
total, some tenmillion rays are traced from each source and each
receiver. The interface patches in the polar grid centered at the
receiver have a width of 2 azimuthally and a length of 4 m ra-
dially (except close to the receiver where they are smaller).
On a desktop computer, the required central processing unit

(CPU) time for a location A case is about 20 h. For test compu-
tations with variations of environmental parameters, however,
approximations allowing single summations as indicated in Sec-
tions IV-B and IV-E are much more convenient, with a reduc-
tion of the CPU time to about 1 h. The waiting time could, of
course, be reduced by splitting the rays or patches into groups
for which the computations could be done in parallel.

A. Location A

Fig. 9 shows Rev3D results for location A, using the alterna-
tive with the semiempirical scattering kernel for surface rever-
beration. The source pulse is centered at 14 kHz and its length,
after match-filtering, is 0.125 ms. The wind speed is 10 m/s.
Modeled propagation (in gray) plus modeled reverberation (in
black, with bottom and surface components in green and blue,
respectively) may be compared to the measured data (in violet).
A power sum is needed, e.g., [16], to account for reflections and
arrivals without boundary interaction (propagation) as well as
scattering (reverberation), and the two contribution types have
very different geometric spreading.
The propagation modeling, done by fast incoherent 2-D com-

putations, indicates isolated multipath arrivals (in gray) within
a time span of about 40 ms, which is consistent with the corre-
sponding LYBIN results and with the measured data (in violet).
(Details of the isolated multipath arrivals in Figs. 1 and 9 differ,
however, because of slightly different sound-speed profile in-
terpolations and bottom-reflection coefficient computations in
LYBIN and Rev3D.) It appears that the initial part of the mea-
sured time trace can be explained by ordinary multipath arrivals,

Fig. 9. Modeled and measured time series for location A with 10 dB between
thick marks on the vertical axis. Surface reverberation is modeled according to
the semiempirical scattering kernel from Section IV-C. The black curve shows
modeled total reverberation, while the green and blue curves show the bottom
and surface contributions, respectively. There is also a spiky gray curve, which
only includes modeled propagation. The violet curve shows the measured data.

Fig. 10. Measured wave spectrum (blue) with corresponding JONSWAP (solid
black) and Pierson–Moskowitz (dashed) wave spectra for location A on October
22, 2014, at 15:00 Z. The measured wind speed is 10 m/s.

and reverberation filling the gaps between the peaks, while re-
verberation alone accounts for the latter, and more smooth, part.
Reverberation appears to be dominated by scattering from the
sea surface rather than the sea bottom.
At travel times longer than about 630 ms, the measured as

well as modeled data in Fig. 9 drop off smoothly with similar
decay rates. The levels of the reverberation-dominated mod-
eling results are too low, however.
A wave-rider buoy was available during these mea-

surements, and Fig. 10 shows the pertinent gravity-wave
frequency spectrum, along with corresponding JONSWAP
and Pierson–Moskowitz spectra. The JONSWAP parameter
values 0.7 m and 8.8 s are obtained from the
measured data, while is adjusted to 1.3 for best fit. The
Pierson–Moskowitz wave spectrum, for the measured wind
speed of 10 m/s, is somewhat less sharp, but it also gives a
good fit to the measured spectrum.
Fig. 11 shows Rev3D results for location A, using the alter-

native with the composite-roughness scattering kernel for sur-
face reverberation. The fitted JONSWAP spectrum according to
Fig. 10 is here used in connection with (5). Compared to Fig. 9,
the main difference is that reverberation drops off at a higher
level, closer to the data. Recalling the surface-scattering kernel
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Fig. 11. Modeled and measured time series for location A. The difference from
Fig. 9 is that surface reverberation is now modeled according to the composite-
roughness scattering kernel from Section IV-D.

Fig. 12. Modeled and measured time series for location B, with surface rever-
beration modeled according to the semiempirical scattering kernel from Sec-
tion IV-C. Again, there are 10 dB between the thick marks on the vertical axis.
The black, green, and blue curves represent modeled total, bottom, and surface
reverberations, respectively. The gray curve represents propagation, and the vi-
olet curve shows the measured data.

Fig. 13. Modeled and measured time series for location B. The difference from
Fig. 12 is that surface reverberation is nowmodeled according to the composite-
roughness scattering kernel from Section IV-D.

curves from Figs. 7 and 8, this is not surprising. The bubble
contribution of the composite roughness model increases the
scattering at the smaller grazing angles, which are typically in-
volved later.
It can also be noted that a few sharp surface reverberation

peaks in Fig. 9, at travel times around 640 ms, are virtually ab-

Fig. 14. Bottom topography of location C. The sound source is at position K2
at the origin, while the receiver is at position B3 on the -axis at 850 m.

sent in Fig. 11. They are probably due to surface scattering in-
volving at least one high angle, for which the semiempirical sur-
face scattering kernel is anomalously large (see Fig. 7).

B. Location B
Figs. 12 and 13 show Rev3D results for location B, com-

puted with the semiempirical and composite roughness scat-
tering models, respectively. Again, a source pulse centered at
14 kHz with length 0.125 ms, after match filtering, is used, and
the wind speed is 10 m/s. A fitted JONSWAP spectrum is used
for Fig. 13, with parameter values 2.0 m, 8.0 s,
and 3.0. At travel time about 700 ms, Fig. 12 shows sharp
reverberation peaks of the same type as those noted in Fig. 9.
This time as well they disappear when the composite roughness
surface scattering model is used (Fig. 13).
For the measured as well as modeled time traces, reverbera-

tion seems to consist of two decaying parts: one between travel
times of about 655 and 680 ms, and one after 680 ms. This is
particularly clear in Fig. 13, for which the modeled results agree
better with the measured ones. Both reverberation parts seem to
be initiated by some propagation peaks. In modeling, the first re-
verberation part appears at a too high level, whereas the second
part decays at a too high rate.

C. Location C
The bottom topography is rather complex in this area. While

the Rev3D modeling for locations A and B is done without
bottom topography variations normal to the vertical plane con-
taining the source and the receiver, the 2-D high resolution (20
m) bottom shown in Fig. 14 is used for location C. Both the
source and the receiver are deployed on seamounts at depths
around 75 m.
Fig. 15 shows Rev3D results for location C. This time, the

source pulse is centered at 6 kHz and its length is 0.25 ms, after
match filtering. The wind speed is only 3.5 m/s. At these lower
values of frequency and wind speed, compared to locations A
and B, the difference between the two surface-scattering alter-
natives is rather small; see the dashed blue and violet curves in
Fig. 5. As a result, the difference by computing surface rever-
beration with the semiempirical or composite-roughness scat-
tering kernel is almost negligible, and only the latter alternative
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Fig. 15. Modeled and measured time series for location C, with surface rever-
beration modeled according to the composite-roughness scattering kernel from
Section IV-D. Again, there are 10 dB between the thick marks on the vertical
axis. The black, green, and blue curves represent modeled total, bottom, and
surface reverberations, respectively. The gray curve represents propagation, and
the violet curve shows the measured data.

is shown. No wave-rider buoy was available during the mea-
surements at location C, and the Pierson–Moskowitz spectrum
for the wind speed of 3.5 m/s is now used in connection with
(5).
This time, reverberation has an interesting structure with sev-

eral peaks, in the measured as well as modeled time traces.
Some reverberation peaks (in violet and black) agree with mod-
eled propagation peaks (in gray). It is interesting to compare the
modeled 3-D propagation results to the corresponding 2-D re-
sults of Fig. 1. The 3-D propagation modeling captures more
arrivals than the 2-D modeling, indicating the presence of out-
of-plane reflections.
The modeling results are reasonably good up to travel times

of about 630 or 640 ms, after which modeled reverberation
drops off too quickly. Nevertheless, there is a similarity of shape
at the later travel times as well, albeit with some slight time
shifts for the modeled trace.
Before travel times of about 630 ms, bottom and surface

reverberations are often similar in magnitude. Thereafter, sur-
face reverberation drops off quickly at the prevailing low wind
speed. After about 700 ms, modeled bottom reverberation is
very smooth, and it dominates completely there.
Figs. 9, 11–13, and 15 have shown how received reverbera-

tion is distributed in time. It is also possible to study the origin in
the horizontal plane of the received reverberation energy [31],
[32]. Fig. 16 shows such results, per unit horizontal surface area,
for modeled surface and bottom reverberations corresponding
to time extensions of the blue and green curves, respectively, of
Fig. 15. Particularly the surface reverberation energy density is
very large near the line segment connecting the source and the
receiver. Because of the source and receiver locations close to
the bottom, the upward-refracting sound-speed profile, and the
appearance of the bottom-scattering kernel with a weak depen-
dence on the bistatic angle , at least for 135 (Fig. 6), the
contributions to bottom reverberation are more spread out.
Far away from the source and the receiver, the bottom contri-

butions to reverberation are apparently stronger than the surface
contributions in this case. This is consistent with the time traces

Fig. 16. Origin in the horizontal plane of received reverberation energy for lo-
cation C, per unit horizontal surface area (1 m ) and in decibels. The upper and
lower panels showmodeled surface and bottom reverberations, respectively. As
in Fig. 15, surface reverberation is computedwith the composite-roughness scat-
tering kernel. The receiver is at the origin in the horizontal coordinate system,
with the source 850 m to the left.

in Fig. 15. The bathymetry with varying depths and slopes (see
Fig. 14) gives rise to some patterns in the map views. The blue
regions with weak bottom reverberation appear to correspond
to down-sloping bottom parts, as viewed from the line segment
connecting the source and the receiver.

VI. MODELING RESULTS WITH VARIED ENVIRONMENTAL
PARAMETERS

The modeling results of Section V could, of course, be im-
proved, in terms of better fit to the measured data, by adapting
the environmental input parameters within their windows of un-
certainty. This section shows some additional Rev3D modeling
results, where the assumed bottom porosity or the assumed wind
speed is changed. Surface reverberation is now computed with
the composite roughness (rather than the semiempirical) scat-
tering kernel.
No formal inversion has been performed, and the modifi-

cations of the environmental parameters are by no means op-
timal. For example, at each location, the same bottom parame-
ters are assumed all over the area, although the bottom is typi-
cally harder at outcrops than at deeper valleys where clay and
mud accumulate. Nevertheless, a few examples of the sensi-
tivity of the results to parameter changes should be of interest.
Fig. 17 shows Rev3D results for location A, where modeling

is done for a harder (porosity 0.55) and more rough ( equal
to 8 ) bottom than in Fig. 11. The propagation peaks are now
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Fig. 17. Modeled and measured time series for location A, using the com-
posite-roughness surface scattering kernel for modeling. The difference from
Fig. 11 is that a harder (porosity 0.55) and more rough ( equal to 8 ) bottom is
assumed. Again, there are 10 dB between the thick marks on the vertical axis.
The black, green, and blue curves represent modeled total, bottom, and surface
reverberations, respectively. The gray curve represents propagation, and the vi-
olet curve shows the measured data.

Fig. 18. Modeled andmeasured time series for location B, using the composite-
roughness surface scattering kernel for modeling. The difference from Fig. 13
is that a smaller wind speed (7 m/s) is assumed. Again, there are 10 dB between
the thick marks on the vertical axis. The black, green, and blue curves represent
modeled total, bottom, and surface reverberations, respectively. The gray curve
represents propagation, and the violet curve shows the measured data.

higher, except the initial ones, which do not involve the bottom.
Reverberation has also increased, and for travel times longer
than about 635 ms, modeled reverberation follows the measured
one closely.
Interestingly, surface reverberation still dominates bottom re-

verberation almost completely. In comparison to Fig. 11, sur-
face reverberation has actually increased almost as much as
bottom reverberation. Surface reverberation is, of course, en-
hanced as well, when stronger reflections from the bottom reach
the surface.
Concerning location B, it seems very difficult to achieve cor-

rect modeling of the two reverberation parts noted in connection
with Fig. 13. One might anticipate that stronger reflections, in-
duced by a harder bottom or a lower wind speed in modeling,
would reduce the decay of the second part beyond 680 ms. For
reasonable changes (within the pertinent uncertainty windows),

Fig. 19. Modeled andmeasured time series for location C, using the composite-
roughness surface scattering kernel for modeling. The difference to Fig. 15 is
that a harder (porosity 0.47) and more rough ( equal to 9 ) bottom is assumed.
Again, there are 10 dB between the thick marks on the vertical axis. The black,
green, and blue curves represent modeled total, bottom, and surface reverbera-
tions, respectively. The gray curve represents propagation, and the violet curve
shows the measured data.

the effect seems to be too small, however. An example is pro-
vided in Fig. 18, for which the wind speed is lowered to 7 m/s
in modeling. Indeed, the modeled reverberation slope is slightly
reduced toward the end, but the reverberation level is still much
too low there. Moreover, the levels of initial propagation peaks
have increased significantly.
Fig. 19 shows the Rev3D results for location C, where mod-

eling is done for a harder (porosity 0.47) and more rough (
equal to 9 ) bottom than in Fig. 15. The propagation peaks
are now higher, albeit only marginally so for the initial ones.
Some of the modeled propagation peaks are much higher than
the measured ones, indicating that the bottom is softer locally at
the corresponding reflection spots at the bottom. The modeled
reverberation trace now matches the measured one better, but
there is still some misalignment. As was noted in connection
with Fig. 17, a harder and more rough bottom may give rise to
increased surface as well as bottom reverberation.
Several of the reverberation peaks in Fig. 19, for example the

late ones at about 677 and 698 ms, appear close to propagation
peaks. This is not a coincidence. The corresponding eigenrays
connecting the source and the receiver involve a few bottom and
surface reflections, and strong forward scattering appears from
bottom and surface patches near the corresponding reflection
points. Indeed, Figs. 6 and 8 exhibit significantly enhanced scat-
tering in the azimuthal forward direction (the uppermost curves
for 180 ), particularly for moderately large grazing angles.

VII. WIND-SPEED DEPENDENCE OF THE CIR
Wind and waves affect shallow-water CIRs due to signifi-

cant surface interaction. During the measurements at location A,
a 1.5 day period is experienced where wind increases steadily
from 3 to 12 m/s. The significant wave height increases cor-
respondingly from 0.25 to 1.1 m, and the wave spectra evolve
as shown in Fig. 20. At the start of the measurement period, the
wind is low, 3 m/s, the significant wave height is 0.25 m,
and the wave spectrum shows a narrow swell component with
the peak frequency of 0.12 Hz (peak period 8 s). As the
wind starts to increase, a broad wave spectrum centered at 0.45
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Fig. 20. Evolution of wave spectra (averaged over 20 min) versus wind at lo-
cation A.

Hz appears, and with the increasing wind (and time), the spec-
tral peak shifts toward lower frequencies while also being nar-
rower. At 24 h after the start of the measurement, the wind speed
is 10 m/s, and a well-developed wave spectrum with the peak
frequency of 0.28 Hz is observed.
The evolution of the measured CIRs during the same time

period is shown by the violet curves in Fig. 21. The effect of
the increasing wind is mainly to shift the CIR curves down; the
decay rate of the reverberant tail is virtually unchanged. Further,
the propagation arrivals diminish, resulting in flatter curves.
Fig. 21 also shows modeling results, assuming the same type

of bottom as in Fig. 17 (porosity 0.55, roughness slope angle
equal to 8 ). The shape of the modeled impulse response de-

pends on the combined effect of reflection loss and scattering
from the sea surface and the sea bottom. At low wind speeds, re-
flection loss and scattering from the sea surface are due to rough
surface scattering. At wind speeds around 5–6 m/s, bubbles start
to form, which refract, scatter, and absorb sound. At some point
around 8–10 m/s [25, Sec. 8.1.1.2.2], extinction by bubbles be-
comes the dominant loss mechanism, resulting in increased re-
flection loss (cf., Fig. 4). Correspondingly, the contribution to
scattering from bubbles close to the surface increases with the
increasing wind speed (cf., Fig. 5).
Increasing the wind from 8 to 12 m/s, a downshift of about

8 dB is observed, somewhat more in the modeling results than
in the data. The downshift is expected, since in this wind speed
regime, surface reverberation dominates over bottom reverber-
ation, and bubble extinction is the dominant loss mechanism.
Bottom reverberation also decreases with the increasing wind
due to higher surface-reflection loss.
While a simple downshift of the reverberation curves is ex-

pected in the high wind regime, what is surprising is the virtu-
ally unchanged slope of the tails at low wind speeds, for which a
different loss mechanism dominates. Althoughmodeling fails in
estimating the correct level of the reverberation curves, it is able
to shed some light on this observation. It turns out that in the low
wind regime (the upper panel of Fig. 21), bottom reverberation
dominates over surface reverberation; surface reverberation in-
deed falls off at a faster rate than for higher winds.

Fig. 21. Measured (violet curves) and modeled power delay profiles for loca-
tion A at different wind speeds: (a) 3 m/s, (b) 8 m/s, and (c) 12 m/s. Modeling is
done with the composite-roughness surface scattering kernel for the same type
of bottom as in Fig. 17. There are 10 dB between the thick marks on the vertical
axes. The black, green, and blue curves represent modeled total, bottom, and
surface reverberations, respectively, and the gray curves represent propagation.

VIII. CONCLUSION
Channel simulators are useful tools for development and

testing of new modulation schemes, with potential to be used
much more extensively by the underwater communications
society. Model-based simulators are particularly useful, as they
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allow simulations of unmeasured channels, thus reducing the
need for expensive sea trials. However, modeling all effects
pertinent to acoustic communications in a realistic fashion is
a formidable task. This paper addresses the ability to model
the delay spread of the channel, and it is motivated by the
following: 1) many shallow-water communication channels
exhibit long continuous tails, which cannot be reproduced by
2-D propagation modeling, and 2) failure to model the complete
delay profile may lead to unrealistically optimistic simulation
estimates of communication performance.
The continuous nature of the impulse responses and the low

correlation and slow decay rates of the tails point toward rever-
beration as an important mechanism behind the observations.
Proper modeling thus requires the ability to compute propaga-
tion as well as reverberation in a bistatic geometry, and to in-
clude out-of-plane scattering in the computations.
A model with these capabilities is the 3-D ray model Rev3D,

and it has been used in this work to investigate to what extent
the long tails in the measured time series can be explained by
bistatic out-of-plane scattering and reverberation. For this pur-
pose, Rev3D has been amended in various ways. Semiempirical
3-D scattering-strength functions proposed by Ellis and Crowe
[14] have been implemented for bottom as well as surface rever-
beration. For the surface, a version of the composite roughness
surface-scattering model has also been implemented. Observed
time variations in the measured data indicate that surface rever-
beration usually dominates, and the composite roughness model
typically provides enhanced scattering at low grazing angles due
to scattering by bubbles, providing a better match to the mea-
sured data.
Rev3D modeling supports the hypothesis that out-of-plane

scattering and reverberation are main mechanisms behind
the observed continuous, exponentially decaying impulse
responses. There are discrepancies, however, due to uncertain
environment, physics not included in modeling, and probably
also the inability of the scattering functions to model all as-
pects of the present environment correctly. In particular, the
scattering functions seem to overestimate early reverberation.
While rough surface scattering and attenuation by wind-gener-
ated bubbles are included in modeling, Doppler effects are not,
and neither are multiple scattering effects.
Ground truth knowledge of the bottom types is limited, and

the first modeling efforts were made by assuming bottoms of
medium porosity. By somewhat reducing the bottom porosity,
reasonably good agreement of measured and modeled time se-
ries could be obtained for locations A and C. For location B,
the main features of reverberation, with two decaying parts,
were recovered. The measured levels and decays of the two
parts were not matched by modeling, however. Variations in
the sound-speed profile could be one possible explanation, and
variations in bottom porosity and roughness in the area could be
another. The uncertainty in modeling due to an uncertain envi-
ronment applies, of course, to all three areas. As in [33], bottom
porosity values for modeling could be set guided by the local
bottom depth and slope.
According to modeling, sea-surface reverberation dominates

at all three locations, except for some cases with very low wind
speed at locations A and C. This is consistent with observations

of Doppler spread in the tails. For location A, measurements as
well as modeling indicates that the bottom reverberation dom-
inated tails at very low wind speeds decay at roughly the same
rate as the surface reverberation dominated tails at higher wind
speeds.
The improved CIRs obtained in this work are immediately

applicable in channel simulators, such as Mime [1], which take
as input measured or modeled channel characterizations.
A natural next step would be to include Doppler effects in

modeling. There are several approaches to model-based sim-
ulation of the effects of moving sea surfaces. The most real-
istic are direct simulations [7], [8], however, such simulations
are prohibitive with a 3-D model. Among the simpler alterna-
tives, which could work with 3-Dmodels, is to assign the proper
Doppler spectrum to each surface-reflected path. The approach
is a static surface approximation where the effect of the surface
motion is to modulate the reflection coefficients.
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